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ABSTRACT 

The main purpose of data mining is to extract the required knowledge from data. Data mining is 

considered as an inter-disciplinary field. Some of the data mining tasks include classification, regression, 

clustering, and dependence modeling and so on. The task discussed above is solved by using many of the data 

mining algorithms. The first and foremost step is to design the data mining algorithm for which task the 

algorithm is to be solved.   

The parallel Fuzzy ACO technique is applied to the data mining tasks of both classification and 

clustering. The optimization algorithm to partition or creating clusters of data is more efficient. Depending on 

the nature of data when the level of uncertainty composition is higher in a given data set, parallel fuzzy ACO for 

classification and clustering gets complicated. Research works have been extensively conducted on MAX-MIN 

ANT for clustering and classification. The following chapter focuses on MAX-MIN ANT fuzzy for clustering 

and classification.The primary purpose of clustering algorithm is to segregate the data into self-similar clusters 

in such a way that the inter-cluster distance is maximized and the intra-cluster distance is minimized. Clustering 

algorithms can be divided into many types ranging from Hard, Fuzzy, Possibilistic to Probabilistic. Our work 

concentrates on clustering with parallel fuzzy ACO due to the reduced performance achieved using the 

sequential fuzzy ACO technique.  

Keywords: Ant Colony Optimization (ACO), MMAF (Max-Min Ant Fuzzy). 

INTRODUCTION 

 Methods like ant-oriented clustering methods have profound great work in performing clustering 

techniques. Ant-based clustering techniques have received great influence from the researchers over the recent 

years.  As the methods involve, to a greater extent, in exploring the analysis of data particularly suitable to 

perform exploratory data analysis, and also because many researchers have concentrated on improving 

performance of the overall system, stability of work involved, convergence and speed involved in real time 

applications.  

  The algorithms developed using the techniques of ant colony optimization have unique features 

such as distributed, flexible, and robustness in nature. Each individual ant is considered as a simple agent with 

limited power, but it exhibits the property of co-operation and stochastic iterative behavior. Clustering with 

parallel Fuzzy ant colony optimization (ACO) algorithm simulate the behavior of ants and at the same time 

interact with Fuzzy clusters. In the proposed algorithm, the property of ants is simulated to obtain good cluster 

centers.  

Behavior of Ant Colonies 

 In a colony which includes certain types of social insects such as ants, bees, wasps and termites the 

behavior of each insect is performed in such a way that the ants perform their tasks independently when 

compared to the other members of the colony. Subsequently the works performed by different insects are 

grouped with each other in such a way that the colony is capable of solving complicated tasks by way of 

cooperation. 
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 It also necessitates that certain key problems related to the ant such as choosing and picking up 

materials, finding and accumulating the food which consists of involving complicated sophisticated planning are 

clarified by insect colonies without any necessity of supervisor or centralized controller. This cooperative 

behavior which develops from a group of social insects has been called “swarm intelligence” [1]. 

Fuzzy Ant Parallel System 

 The proposed algorithm clustering with parallel fuzzy ACO is a work extended from the basic 

model of swarm intelligence techniques.  The ant’s co-ordinate in such a way so as to move cluster centers in 

feature space in a parallel manner in search of optimal cluster centers. The feature values are initialized between 

0 and 1. Each ant is designated to a particular feature of a cluster in the partition. The feature space, cluster or 

the partition for a specific ant never gets changed as shown in Figure 1.1.   

 

 

Figure 1.1 Diagrammatical Representation of Parallel View 

 The partition value is evaluated using the parallel reformulated criteria as shown in Equation (1.1). 

If the distance is denoted by Distjk and the optimization is denoted by O then  

 Ojk = 0 if Distjk  

 Ojk = 1 otherwise 

  

P1(γ) = Σ min (Dist1k,Dist2k,….Distnk)  (1.1)         

 k=1,2,3,…,m 

where Ojk is the optimization factor for P1(γ) in Equation (1.1). 

 The working of the Fuzzy Ant Parallel system is given as below: The work starts with the 

partitioning process as shown in Figure 1.2. Comparison of partition is performed between the current and 

previous partitions. If the current parallel partition is better than any of the previous sequential partitions in the 

ant’s memory, then the ant remembers this parallel partition else the ant goes back to a better partition and this 

iteration continues.  
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 In this way the ants makes sure that they do not remember the bad partition. There are two orders 

for the random movement of the ant. The positive parallel direction is when the ant is moving on the order from 

0 to 1 and the negative parallel direction is when the ant is moving on the order from 1 to 0. The ants stop to 

perform after a fixed number of epochs. 

 

Figure 1.2 Fuzzy Ant Parallel Partition process 
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Figure 1.3 Algorithm for Fuzzy Ant Clustering 

EXPERIMENTAL EVALUATION 

  The system implementation of parallel fuzzy ant based parallel clustering algorithm for rule 

mining used three real data sets obtained from the UCI repository. The data sets were Iris Human Data Set, 

Wine Recognition Data Set and Glass Identification Data Set. The simulation conducted in MATLAB 

normalizes the feature values.  

  The minimum value of a dataset specific feature is mapped to 0 and the maximum value of the 

feature is mapped to 1. This work initializes the ants with random initial values with random directions. There 

are two types of directions, Left and Right.  The Left direction denotes Negative and Right direction denotes 

Positive. The Positive (Right) direction indicates the ant is moving in the feature space from 0 to 1. The 

Negative (Left) direction indicates the ant is moving in the feature space from 1 to 0. Initially the memory is 

Initialization 

Select the feature values  

in range between 0 and 1 

Let the direction be  

positive and negative,  

 

positive denotes the movement  

of ant in the feature space from 0 to 1 

negative denotes the movement  

of ant in the feature space from 1 to 0. 

 

Let Pr denote the probability  

of the ant being at rest 

Let Pcont denotes the probability  

of the ant being moving or continuing 

Let Dist jk(yk,αi) be the distance  

Begin  

i = 1 

repeat [Pr] 

Probability of ant being in rest                    

     i = i + 1 

until i = r 

repeat [Pcont] 

Probability of ant being continue 

i = i + 1 

until cont= r 

end for 

 

Evaluate partition quality 

Evaluate the quality of partition for fuzziness and 

reformulation using the equation given below: 

R (α) = ∑ min (Dist1k, Dist2k,…...Distnk) where k = 1,2,..n 

Comparison of partition values 

Let j=1 

Repeat 

If (Partnew better than Partold) 
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cleared. The ants are initially assigned to a particular feature within a particular cluster of a particular partition. 

The feature, cluster or the partition assigned to them is never changed by the ants. 

 Three data sets Glass Data Set, Wine Data Set, Iris Data Set were evaluated from a mixture of five 

Gaussians. The probability distribution across all the data sets is the same but the means and standard deviations 

of the Gaussian are different. Of the three data sets, two data sets had 350 instances each and the remaining one 

data set had 750 instances each. Each instance had two attributes. To visualize the Iris data set, the Principal 

Component Analysis (PCA) algorithm was used to project the data points into a 2D and 3D space.  

CONCLUSION 

 The clustering approach established in our work Parallel fuzzy ACO for clustering provides a 

framework for optimization of any intended purpose that can be expressed in terms of cluster centroids. The 

algorithm presents a high probability of skipping most poor native solutions resulting in an excellent separation 

of knowledge. The algorithm establishes here involves the amount of clusters be known and has a nominal 

understanding of parameter selections and results in clusters that are typically enhanced, optimized than those 

from previous parallel algorithms.  
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